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CloudSimPer: Simulating Geo-Distributed
Datacenters Powered by Renewable Energy Mix

Jie Song ', Peimeng Zhu

Abstract—Nowadays, studies on energy-efficient datacenters,
especially the DataCenters powered by Renewable Energy mix
(DCRE), have gained great attention. DCREs are large-scale, geo-
distributed, and equipped with on-site renewable energy gener-
ators. For these features, it is expensive to perform empirical
evaluations of proposed algorithms and solutions on the real-world
DCREs, while the state-of-the-art datacenter simulators are not
applicable for DCREs. In this paper, we present CloudSimPer
(CLOUD SIMulator hybrid-Powered by rEnewable eneRgy), a
general-purpose simulator that comprehensively supports the sim-
ulation of DCREs. Besides the functions such as renewable energy,
geo-distribution, and long-term simulation, we also design evalu-
ation metrics and an integrated simulation case for experimental
studies in the future. The main challenge of CloudSimPer lies in
designing a new model and software layer upon CloudSim, to solve
the complexity of traceable and comparable simulations which
connect renewable energies, datacenters, workloads, regions, and
schedulers. We use the term schedulers broadly, encompassing any
optimization approaches on DCREs for energy saving. We prove
CloudSimPer and integrated case to be valid, so that simulation
results are scientifically sound, by examining the expectation and
the simulation results, and comparing the simulation results with
selected competitors. CloudSimPer offers simulation services to
datacenter designers, datacenter administrators, and academics.

Index Terms—Battery, CloudSim, datacenters, energy saving,
green computing, renewable energy, simulation.

1. INTRODUCTION

ITH the age of Big Data and global informatization, dat-
W acenters have become the indispensable infrastructure
for modern society [1]. Due to its high energy consumption, the
large-scale adoption of fossil energy for electric power has led
to the gradual reduction and exhaustion trends of brown energy
stored for millions of years. It also brought severe pressure to the
climate. Fortunately, more experts pay attention to renewable
energy because it is inexhaustible and environment-friendly.
DataCenters powered by Renewable Energy mix (hereinafter
DCRE) appear worldwide [2].
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The emerged DCREs come with a brand-new and hot research
area. Due to renewable energy’s geographical diversification,
periodicity, intermittency, and instability, researchers have be-
gun to study how to make full use of renewable energy and
reduce the brown energy supplement. The traditional studies on
datacenters, such as virtual machine scheduling, task allocation,
and resource provisioning, are adapted to the new goals of
energy utilization, and novel approaches, such as energy-aware
temporal and spatial load balancing, are impactful. This paper
generally calls the above optimization approaches schedulers.

Studies on DCREs bring a new challenge to the experimental
platform. The experimental studies on real-world DCREs are
costly and inefficient because establishing hardware, software,
and energy supply are trivial and complicated. Thus, a DCREs
simulator undoubtedly provides researchers with a convenient
experimental environment. However, the state-of-the-art DCRE
simulators have the following drawbacks:

e No general-purpose simulator supports both renewable

energies and geo-distributed features.

e [tcannot expect a scheduler to make a significant effect in a
short period because renewable energy has a long-term pe-
riodicity. But no simulator supports long-term simulation,
such as months or years.

¢ No unified simulation case, purely defined with publicly
available traces or functions, is for evaluating the sched-
ulers.

e No evidence shows that a simulator is valid or not, i.e.,
whether their simulation results are scientifically sound
has not been sufficiently studied. The same scheduler on
different simulators may have distinguishing optimization
effects.

We propose our DCREs simulator, CloudSimPer (CLOUD
SIMulator hybrid-Powered by rEnewable eneRgy), to overcome
the above drawbacks. To comprehensively support the experi-
mental studies on DCREs, we design evaluation metrics and an
integrated case for simulation. We prove CloudSimPer and inte-
grated case to be valid by two approaches: 1) Examining whether
the simulation results accord with the expectation under the six
simple schedulers whose effects are apparent. 2) Comparing the
simulation results of CloudSimPer with selected competitors.
Fig. 1 shows how the CloudSimPer simulates the geo-distributed
DCREs, and the main parts discussed in this paper (gray boxes).

The traceable and comparable simulations, which connect
renewable energies, datacenters, workloads, regions, and sched-
ulers, bring the technical complexity to CloudSimPer. Although
CloudSimPer encapsulates cores of CloudSim [3], a well-known
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TABLE I
GENERAL FUNCTIONS OF DCRE SIMULATORS EXTRACTED FROM EXPERIMENT
SETUP OF 85 PAPERS

1 Simulation tools

1.1 Self-made simulator: developing a simulator for the research.
1.2 Third-party simulator: adopting the public simulator for the research.
2 Workload

Optimization Algorithms

IEEE

Datacenter

[ Resource Provisioner | [ Request Scheduler |

Real DCRE.

Workload

[ Vmscheduler | [ Request Dispatcher |

Datacenter

Real DCRE.

Fig. 1. CloudSimPer components and its simulation.

datacenter simulator, it cannot ease the technical complexity
by simply adding complements to CloudSim. Instead, mod-
eling a new mechanism and software layers upon CloudSim
brings the design complexity to CloudSimPer. We prefer to
reuse CloudSim’s mature simulation mechanism in its bottom
layers. We also have to design new layers to support new
models, engines, metrics, and integrated cases shown as gray
boxes in Fig. 1. Section II highlights the differences and chal-
lenges of CloudSimPer compared with CloudSim and other
simulators.

The major contributions of this research are as follows:

® The paper concludes the required functions from the state-

of-the-art simulators. Based on these requirements, we
discuss the advantages and challenges of CloudSimPer.

® (CloudSimPer provides the universal metrics, the integrated

simulation case, and the simulation results of the case. The
results show that the metrics and case are valid and act as
a baseline for future studies. These offer essential services
for the DCRE research.

® CloudSimPer defeats other simulators not only in their ver-

satility but also in their validity. It brings new experiences
to the DCRE studies.

® CloudSimPer’s architecture and core simulating methods

bring a reference to the research of datacenter simulation.

CloudSimPer offers services to both research and industry.
First, datacenter designers could initially evaluate the designed
DCRE before building it. For example, they can first examine the
specifications such as the location, capacity, equipped renewable
power plants, energy consumption, and cost. Second, datacenter
administrators could simulate their planned strategies, to prove
the performance, energy, or cost optimization before deploying
them in DCREs. Finally, to the academic, CloudSimPer offers
a simulation environment with an integrated case, and makes
the empirical evalution and comparison fair, easily performed,
fully repeatable, and configurable for arbitrary hypothetical
scenarios.

The remainder of the paper is organized as follows: Section II
shows the CloudSimPer’s advantages by analyzing the state-of-
the-art simulators. Section III describes CloudSimPer’s archi-
tecture, and Section IV highlights core methods for simulation.
Sections V and VI define CloudSimPer’s metrics and the inte-
grated simulation case. Section VII proves CloudSimPer and the
case are valid by analyzing the simulation results. Section VIII
compares CloudSimPer with four typical simulators. The last
section discusses the conclusions and future works.

2.1 Traces-based: generate workload according to publicly available traces.
2.2 Functions-based: generate workload according to specific functions.

3 Renewable energy

3.1 Solar and wind: support solar and wind energy.

3.2 Weather traces: support weather traces to calculate power.

3.3 Power traces: support power traces directly.

3.4 Power stations: support power stations to generate power.

3.5 Mathematical simulation: support math functions to generate power.
3.6 Static price: the energy price is constant.

3.7 Dynamic price: the price model change with time or conditions.

3.8 Carbon emissions: the carbon emissions are estimated.

4 Datacenter

4.1 Server attributes: datacenter specification with various attributes of servers.
4.2 Server capacities: datacenter specification is the capacities of servers.
4.3 Power values: the power model is an enumeration of powers

4.4 Power functions: the power model is a mathematical function of powers and
working status.

4.5 Virtual machine: support VM specification.
4.6 Location: support the datacenters’ locations.
4.7 Bandwidth: support the bandwidth of servers.

5 Battery

5.1 Battery energy: support the battery as energy.
5.2 Battery optimization: support an optimization approach for batteries.
5.3 Battery cost: consider the cost of batteries.

6 Scheduler (Optimization approaches)

6.1 Capacity planning: planning datacenters’ power capacity.

6.2 Power control: adjusting the power of servers to meet the requirements.
6.3 VM migration in a datacenter: temporal load balancing in resource layer
6.4 VM migration among datacenters: spatial load balancing in resource layer
6.5 Task schedule: temporal load balancing in computation layer

6.6 Request dispatch: spatial load balancing in the service layer

II. OUR ADVANTAGES
A. State-of-the-Art Simulators

By enumerating the search results of the scholar database,
we have collected the papers relevant to “renewable energy”
and “datacenter” in the recent decade. Among them, 100
papers contain interesting experimental studies on DCREs.
Most studies conducted experiments to validate their propo-
sitions no matter the optimization approaches were energy
management, workload immigration, or request scheduler. At
the beginning, studies such as GreenSwitch [4], [5], Green-
Hadoop [6], GreenSlot [7], GreenCassandra [8], GreenPar [9],
GreenSort [10] and GreenGear [11] performed their experiments
on real-world testbeds. Among these testbeds, the Grid5000,
as a geo-distributed datacenter in France, is shared mostly [9],
[12], [13]. Other publicly available testbeds for the academic,
such as the micro datacenter in [14] and GreenStar [15], which
could “follow the wind, follow the sun,” are never popular due
to the operational and maintenance cost. After the last work [12]
in 2017, researchers would conduct experiments on simulation
platforms instead of practical testbeds.

About 85 papers addressed the known solutions of DCRE
simulation. After a careful study, we conclude six groups of
general functions and list them in Table I. CloudSimPer treats
these functions as requirements since no simulator supports
them all.
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TABLE II
COMPARING CLOUDSIMPER WITH CLOUDSIM [3], PLUGAGREEN [16], PHILHARMONI [20], DCWORMS [21], MATPOWER [22], RENEWSIM [23],
ECOMULTICLOUD [24], SIMGRID [25], AND IFOGSIM [26]

In support of simulation functions Our [3] [16] [20] [21] [22] [23] [24] [25] [26]
Geo-distributed datacenter v v X v X X X v X X
Power model vV v N4 v vV N4 vV v v v
Workload generation vV X vV vV vV X v vV vV v
Consistent clocks in parallel executions v X X ? X X X v v X
Renewable energy Va4 X X X X X v X X X
Dynamic energy pricing Vv X X s X vV v X X X
Battery management vV X X X X X v X X X
Quite Long-term simulation (monthly) v X X X v X X X X X
Resource management Vv v X X v X X X X 4
Thermal management X X X v X X X X X X
Network and SDN X v X X X X X X vV Ve
Virtual machine management vV vV vV vV X X X v X ?
Spatial load balancing vV X X vV X X X v X X
Temporal load balancing Va4 vV v X vV X X X X Ve
Configurable cases building X X v X X X X X v
v =supported, /v = supported with customization, x=not supported, ? = unknown
TABLE III
COMPARING EVALUATION AND METRICS OF KNOWN SIMULATORS AND CLOUDSIMPER
Third-party tools Self-made simulators CloudSimPer

Detailed Similarities: Renewable Energy Generation (REG) with time.
Metrics for renewable Differences:  Only RenewSim [23] supports renewable energy ~ 66/103 studies provide hourly REG data, and ~ Hourly or minutely REG
simulation __Snersy and provides hourly REG data. the others do not. data.
results Statistical Similarities:  Renewable Energy Utilization (REU)
Differences:  None provides the REU data. 31/103 studies provide REU as the optimization ~ REU is additionally for sim-
renewable . R S .
ener goal, 20/103 studies provide metrics similar to  ulation accuracy.
8Y REU, and the others do not.
Detailed Similarities:  All provide power data because of power models for simulation, so that Energy Consumption (EC) with time can be calculated.
power
Statistical Similarities:  Renewable Consumption Proportion (REP).
ener Differences:  None provides the REP data. 19/103 studies provide REP as the optimization ~ REP is additionally for sim-
COHS%I}IIH tion goal, 9/103 studies provide metrics similar to  ulation accuracy.
p REP, and the others do not.
Simulation Similarities:  Checking whether the simulated REG and EC data along a special duration match the expectation.
Evaluation ~ Accuracy Differences:  2/9 studies provide the evaluation on the accu-  Only 31/103 studies provide the evaluation on  Comparison ~ with  the
ona racy. DcWorms [21] compares results of simu-  the accuracy, such as [27]-[29]. They compare  baselines, also the
simulator lator to measurements of real servers. Simgrid  the simulated results with the baselines whose  fullfledged works with
[25] is compared to other frameworks in terms  results are apparent. Md Sabbir Hasan et al.  real-world trace.
of execution time and speed. They are not [30] and Zichen Xu et al. [31] try to compare
renewable energy related because none supports  the results with the real-world data, but the
renewable energy. simulation cases are simple, not larger scale and
geo-distributed datacenters.
zlflélc‘:lité;n Differences: ~ 5/9 studies provide the evaluation on efficiency, =~ None provides an evaluation on efficiency. Efficiency evaluation for

such as [3], [16], [21], [24], [25], in a short-term
simulation. For example, CloudSim gives two
real cases to analyze the simulation efficiency.
EcoMultiCloud defines relational functions be-

quite long-term simulations
on scalable datacenters.

tween metrics.

Repeatedly developing self-made simulators is costly de-
spite their common grounds. Therefore, several studies that
emerged after 2018 leveraged the third-party tools for their
simulation, such as PlugdGreen in [16], CloudSim in [17],
[18], [19], Philharmoni in [20], DCWorms in [21], MATpower
in [22], RenewSim in [23], EcoMultiCloud in [24], SimGrid
in [25], and iFogSim in [26]. However, their weakness has
two folds: First, none supports renewable energy powered and
geo-distributed datacenters together; Second, none supports a
longer-term simulation. Table II compares the functions of
general-purpose simulators with CloudSimPer and shows our
versatility.

The evaluation on simulators is for two proposes: the evalua-
tion on the simulator itself, and the evaluation on the simulation
results for the clients. Both the third-party tools mentioned in
Table II and the self-made simulators mentioned in Table I could
apply them. Table III compares the evaluation and metrics of
known simulators and CloudSimPer.

Besides the new items mentioned in Table III, CloudSimPer
also proposes a simulation accuracy evaluation with the metrics

for simulation results. It combines the REU and REP. Section V
discusses these metrics.

B. Goals

CloudSimPer focuses on the goal to compensate for the
missing functions of CloudSim and other simulators. The main
objectives are as follows.

First, CloudSimPer introduces the renewable energy supply-
ing mechanism for datacenters in a simulation. CloudSimPer
provides the energy generators of periodical, intermittent and
unstable renewable energies.

Second, CloudSimPer introduces the geo-distributed datacen-
ter and request generation. The simulation is not only in the
temporal dimension but also in the spatial dimension; namely,
CloudSimPer supports both temporal load balancing (work-
load scheduling) and spatial load balancing (geographical load
scheduling).

Third, CloudSimPer introduces the long-term simulation. Be-
cause of the intermittence and instability of renewable energy
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over an extended period, such as weeks, months, or even a year,
the study on energy utilization optimization of DCRE, such
as renewable energy-aware load balance, takes no immediate
effects but accumulates the benefits over a long period.

Fourth, CloudSimPer provides metrics to evaluate the opti-
mization effect of schedulers, and an integrated simulation case
to unify the case-building of DCRE studies.

Besides, CloudSimPer also implements the customizable
case-building process and pluggable extensions. Such user-
friendly functions are abbreviated in this paper.

C. Challenges

CloudSimPer delegates the fundamental simulation functions
to the encapsulated CloudSim [3]. However, to reach the goals
mentioned previously, we need to solve two complexities. One
is the technical complexity of connecting renewable energies,
datacenters, workloads, regions, and schedulers. The other is the
design complexity of encapsulating and reusing the CloudSim
cores. In details. CloudSimPer faces the following challenges
with corresponding solutions:

1) The entities of CloudSimPer, such as datacenter, host,
storage, broker, VM, energy, batteries, request, location,
region, and the relationships between entities, are com-
plicated. We ravel out a complication through reasonable
abstractions and the orderly relationships among them. We
also designed the layered software architecture and agile
modules to hold these entities. Section III gives the details.

2) CloudSimPer should provide a long-term simulation, such
as days and months. On the contrary, CloudSim only
supports one-time execution on predefined workloads in
the minute-level simulation. Synchronizing the time of
request generators, energy generators, batteries, and dat-
acenters, also a cycling mechanism, are challenging. We
propose the simulation timestamp, duration, periodicity
of request and renewable energy. These concepts ensure
long-term simulation can be properly modeled. Each gen-
erator runs in a thread, and their synchronization is imple-
mented by inter-thread communication. Section IV gives
the details.

3) To simulate the diversified and rich-featured renewable
energy, CloudSimPer should provide generalized, cus-
tomizable, and periodical renewable energy generators.
It is challenging to abstract various renewable energy,
including the charging and discharging of batteries, and
design the energy generator, a geodistributed and time-
dependent request generator. We address these challenges
through delicate software design. We fully utilize the
advance of object-oriented programming design. Some
engineering details are abbreviated, but the diversified
and rich-featured simulation case, as a result, is shown
in Section VI.

4) The parameters for regions, datacenters, renewable en-
ergy, energy price, batteries, and requests should be prac-
tical, explainable, compatible, and verifiable. Moreover,
it is challenging to design experiments to prove that the

|

v 1
I-n 1-1 I-n

Location Cloudlet [«—— Broker —{ Datacenter —» Energy

h 4 1-n

I-n 1-1 I-n
A 4 I-n

. n-1 n-1

Region «—— Request VM > Host Storage

n-1
X—Y : Explain as many Xs contains the same Y

Fig. 2. CloudSimPer entities and relationships.

CloudSimPer is valid and better than other simulators, es-
pecially without the support of real-world DCREs. We first
define a universal metric for the schedulers and a standard
simulation case, then plan the simulation and comparison
experiments to address the challenge. In the simulation,
the metrics under different schedulers accords with our
expectation; it proves that CloudSimPer is accurate. In the
comparison, the same scheduler leads to different metric
values in the various simulators under the simulator case;
but CloudSimPer is the most reasonable and explainable
one; it proves that CloudSimPer is precise.

III. ARCHITECTURE

This section describes the system model and architecture of
CloudSimPer. It explains the abstract entities and their relation-
ships and then shows the software architecture of CloudSimPer,
comparing that of CloudSim.

Entities: The entities in CloudSimPer are reasonable abstrac-
tions of the instantiated objects in a real-world DCRE. They are
datacenter, host, storage, broker, vm (virtual machine), cloudlet,
energy, request, location, and region. Among these ten entities,
the former six are extended from CloudSim, and the latter four
are proposed in CloudSimPer.

These entities are all connected and conceptually grouped
into four categories: 1) energy entity such as energy; 2) resource
entity such as datacenter, host, and storage; 3) geo-entity such
as location and region; 4) workload entity such as broker, vin,
cloudlet and request. Fig. 2 shows the relationships among these
entities.

For the energy entity, a simulation case configures several
energies. Each energy represents a type of renewable energy,
such as solar energy, wind energy, and rechargeable battery.
The geography-relevant energies are associated with at least
one location because different locations bring different energy-
supplying regularities.

For the resources entity, a simulation case configures several
datacenters. Given a datacenter, CloudSimPer specifies its lo-
cation, several storages, hosts, and energies with the locations
mapped to the datacenter. Typically, the locations of the en-
ergies and the associated datacenter are the same. Namely, the
datacenter has an on-site renewable energy power station. For
the datacenter, the remotely supplied renewable energy, as a
Public Power Supply System, is feasible but unconventional.
As a stable and on-demand electric supply, the public electric
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supply is conventionally treated as brown energy and associated
with the datacenter by default.

For the geo-entity, a simulation case configures several
regions and locations. Regions are geographically none-
overlapped. A location only belongs to one region. A region
contains several locations if the region has datacenters and
energies associated with these locations; otherwise, the region
has no locations and is only for request generation.

For the workload entity, CloudSimPer starts a simulation case
and instantiates them. Requests are generated in each region
and dispatched to brokers. A broker acts as the proxy of the
datacenter and takes the responsibilities of receiving requests,
transferring requests to cloudlets, creating vms on hosts, and
performing cloudlets on vins. Therefore, datacenters and brokers
are one-to-one mapped, and requests and cloudlets are also one-
to-one mapped. A broker deals with many requests, cloudlets,
and vms. A host has many vms, while a vm only exists on one
host simultaneously.

The entities are complete. They cover all the possible concepts
of simulating DCREs because we summarize them from 103
related studies, as discussed in Section II-A. The relationships
among entities ensure flexibility to the best extent. We have
examed all possible entity-to-entity mappings. We prefer 1-n
relationships except for two conditions: first, it does not make
sense, such as datacenter mapping multiple locations; second,
it is over-designed and less efficient, such as datacenter possible
but unnecessary mapping multiple brokers. Besides, we try to
avoid the n-m mapping between entities. We decouple it with
a new entity and two 1-n mappings. For example, a location
may accept many kinds of requests, while a kind of request
may be dispatched to different locations. So we introduce the
region to decouple them. Last but not least, implementing these
entities and relationships is also effective, but some software
design techniques are not elaborated. We make CloudSimPer
an open-source platform, and its source codes are available on
GitHub.!

Fig. 3 shows the multi-layered software architecture and
modules of CloudSimPer. The white, gray, and grid box modules
are inherited from, extended from, and newly introduced to
CloudSim. The architecture contains two parts, the bottom is
the system part, and the top is the user part. The system part is
explained from the bottom up.

The network layer simulates the network behavior of cloud
datacenters. The CloudSimSDN-NFV supports the network
function virtualization of CloudSim [32]. In CloudSimPer, it re-
mains the modules of network topology simulation and message
delay calculation unchanged.

The cloud resources layer is the primary layer for simulation.
It simulates the datacenter hardware and the events within the
datacenter. CloudSimPer extends the events handling mecha-
nism for supporting the long-term simulation through cycling
the requests. It also extends the datacenter and host simulation
to be those powered by renewable energies mix.

The cloud services layer provides simulated resources such as
CPU, memory, storage, and bandwidth. The VM provisioning

Thttps://github.com/CloudLab-NEU/CloudSimPer
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Fig. 3. CloudSimPer architecture.

algorithms simulate activities relevant to deploying and cus-
tomizing virtual machines with these resources. The new power
consumption module calculates the dynamic power of the hosts.
The new long-term clocking module keeps the timestamp of the
simulation case, i.e., from May 1st to September 30th. The new
long-term logging modules track the states of entities during the
simulation.

The VM services layer implements the cloudlet execu-
tion. CloudSimPer updates the VM management module of
CloudSim with the integration of renewable-energy-aware
schedulers. For example, VM allocation and VM migration algo-
rithms consider the supplement and consumption of renewable
energy.

The request services layer is a new layer of CloudSimPer.
The four new modules in this layer generate sufficient requests
batch by batch according to the given rules, dispatch requests
to datacenters, and transfer requests to cloudlets. Meanwhile,
the energy-mix broker is an update of the broker module for
integrating with renewable energy.

The user interface structures layer gives six modules for
entities. Five of them are new modules. These modules parse
the users’ configuration, such as plugin schedulers and case
specifications, and integrate the configuration to the under layers
of CloudSimPer.

The top part of CloudSimPer stack is user code layers for
customizing entities and algorithms. The upper layer (layer of
user plugins) contains all the extended algorithms, represented
as plugins and implemented as Java code. The lower layer
(layer of simulation specification) contains the specification
of datacenters, hosts, vms, storages, requests, and regions in
XML format. The plugin configuration defines the mapping
relationship between plugin names appearing in the entities’
specification in the upper layer and the plugin implementations
as Java codes in the lower layer. Table IV explains these plugins.

In Table IV, the “owner” is the entity associated with a plugin.
The “mapping from” are the input or source entities of plugins,
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TABLE IV

PLUGINS IN CLOUDSIMPER
Name Owner Mapping From Mapping To
RequestDispatcher CloudSimPer Requests Brokers
VmAllocationPolicy Datacenter Vms of a broker Hosts of a datacenter
BwProvisioner Host Bandwidths of the host Vs
PeProvisioner Host CPU of the host Vms
RamProvisioner Host Ram of the host Vms
PowerModel Host CPU utilization of the host Powers of the host
VmScheduler Host Vims of a host Vi is running or not
CloudletScheduler Vm Cloudlets of a vm Cloudlet is executing or not
CpuUtilizationModel Request/Cloudlet CPU utilization of a vm The Cloudlet
RamUtilizationModel Request/Cloudlet Ram utilization of a vm The Cloudlet
BwUtilizationModel Request/Cloudlet Bandwidth utilization of a vm The Cloudlet

and the “mapping to” are output or target entities of plugins. For
example, VmAllocationPolicy maps the vms of a broker to the
hosts of a datacenter, VmScheduler maps the vms of a host to
the two states, running or suspending.

IV. CORE METHODS

This section describes core methods for simulation, such as
duration, periodicity, request, and energy. In CloudSimPer, both
the request and energy generator rely on simulation duration,
periodicity, temporal and spatial information.

Simulation Timestamp and Duration: CloudSimPer does not
define the concept of dates, such as a week, month, and year.
The date is given as n-th-day-of-a-year, and time is given as n-
th-second-of-a-day. Therefore, a timestamp in the simulation is
represented as two integers: second-of-a-day and day-of-a-year.
The simulation duration is the number of a second between the
start timestamp and the end timestamp.

The time for executing a simulation case, named execution
time, positively correlates to the scale and simulation duration
of the case. Execution time is significantly less than simulation
duration. For example, a one-month middle-scale case required
five minutes of execution time on a commodity server. We
do not study execution time in this paper. Therefore, the time
hereinafter refers to the simulation time in simulation duration,
not the execution time.

Periodicity: In CloudSimPer, request and energy are two enti-
ties relied on periodicity. The most fine-grained element of time
is a cycle with predefined rules. Short Term Periodicity (STP)
and Long Term Periodicity (LTP) are two forms of periodicity.
A simulation case defines a duration overlaid with iterative
LTPs, each LTP is overlaid with iterative STPs, and each STP is
overlaid with iterative cycles. For example, duration is a year,
LTPs are four seasons, STPs are weeks, and cycles are typical
days.

CloudSimPer generates requests periodically. A request gen-
erator has three parameters in a simulation cycle: time, amount,
and size. Namely, the generator determines at which time, how
many requests are generated, and how large they are.

Energy Unit: CloudSimPer models renewable energy with
energy units, the atomic element of energy in a fixed duration.
CloudSimPer provides three methods to determine the values of
renewable units: 1) the calculation method based on theoretical
formulas; 2) the extraction method based on renewable energy
traces or weather traces; 3) the periodic prediction method based
on a pre-trained model.

By default, CloudSimPer supports solar, wind, and battery
energies. Corresponding energy generators create energy sup-
plements by iterating the given energy units.

CloudSimPer employs the static and dynamic models of
renewable energy price. The former defines the customizable
on-peak and off-peak prices. The latter calculates the price ac-
cording to the production. Energy price exponentially decreases
with the increase of solar radiation or wind speed. For example,
the price of solar energy at the time t within a day is:

P =P, -e %% . (t > t,) (1)

where ¢, is the normalized solar radiation factor at time ¢; ¢,, is
the time slot; P, is the minimum grid energy price when solar
energy is unavailable (¢ < ¢,,); Let P be the current price for
the feed-in tariff, and then coefficient w is calculated through
the equation Py = P, - e~ “.

The battery gets charged only by renewable energies. It
charges (discharges) when the renewable energy is adequate
(inadequate) to the datacenter’s demands. Renewable energy is
over-produced when the battery is full, and then extra energy is
abandoned. On the contrary, additional energy is taken from
the power grid when renewable energy and the battery are
insufficient to fulfill the datacenter’s energy demands. Battery
simulation is turned off by default.

V. METRICS

This section gives several metrics for evaluating the simulator
(CloudSimPer or others are valid or not), the simulation case
(parameters are applicable or not), and the scheduler (effective-
ness or not). The original simulation results are two folds: the
DCRE’s energy consumption and renewable energy generation,
represented as two curves along the simulation time. CloudSim-
Per names them c-curve and g-curve, respectively.

Generation Curve and Consumption Curve (g-curve and
c-curve): The generation curve, short for g-curve, refers to
the curve whose x-axis is simulation duration and y-axis is
the amount of generated renewable energy at the time. The
consumption curve, short for c-curve, refers to the curve whose
x-axis is simulation time and y-axis is the amount of consumed
energy, including renewable energy and brown energy, at the
time.

The g-curve and c-curve show the time-series simulation
results, and the “producer-consumer relationship” changed over
time. Such changes represent whether the c-curve, which is
adjustable through the schedulers, follows the g-curve, which
is natural and un-adjustable in the runtime environment.

Fig. 4 shows examples of g-curve and c-curve where (1),
(2), (3) represents stable phase, no wind phase and fluctuant
phase,respectively. The green line is a c-curve, and the red line
is a g-curve. Two lines are almost matching in the stable period
(wind) due to the capacity design of the datacenter. Nevertheless,
their gap is also evident in the fluctuated or deficient period
(wind). For this example, the datacenter does not run any green-
aware scheduler so that the c-curve is stable and does not follow
the g-curve.
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Fig. 4. Examples of g-curve and c-curve.
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Fig. 5. Example of d-curve.

Difference Curve (d-curve): The d-curve refers to the differ-
ence between the c-curve and g-curve. The x-axis is simulation
time, and the y-axis is a gap, which is the amount of generated
renewable energy minus the amount of consumed energy per
time. A positive gap means renewable energy is deficient, while
a negative gap means it is sufficient.

Metric d-curve: First, supposing the simulator has functional
drawbacks or the simulation case is designed carelessly, the
datacenter may significantly lack/excess renewable energy if
the d-curve is remarkably higher/lower than the z-axis. Second,
supposing the scheduler is quite effective, the datacenter may
primarily consume renewable energy rather than brown energy
if the d-curve is stabilized and closed to the z-axis. Fig. 5 shows
the d-curve of the traces in Fig. 4, an un-optimized case.

The three curves are for evaluating both the simulator and
scheduler. For example, we could compare the simulated c-
curves with expected c-curves which are apparent under the
baseline schedulers. State-of-the-arts studies also propose timely
renewable energy metrics like c-curve and g-curve. We refine
them for two considerations: First, the third-party simulators
do not integrate the c-curve and g-curve, while half of the
self-made simulators prefer these curves. CloudSimPer, as the
third-party simulator, should highlight the timely detail data with
visualization; Second, CloudSimPer also suggests the d-curve
to highlight the timely renewable utilization.

Renewable Utilization: Renewable utilization p is the extent
to which renewable energy powers the datacenter. It refers to
the proportion of consumed renewable energy in all generated
renewable energy.

renewable_energy_consumption
[ @

renewable_energy_generate

Renewable Proportion: Renewable proportion p is the extent
to which renewable energy replaces brown energy to power the
datacenter. It refers to the proportion of renewable energy in
consumed energy (including brown energy).

renewable_energy_consumption
p= 3)

energy_consumption

Metrics p and pis for evaluating the scheduler. State-of-the-art
schedulers have different purposes but may inevitably mention
metrics like renewable utilization and proportion. Optimization
works should follow uniform measurement; therefore, defining
new metrics is useless and brings inconsistency, and CloudSim-
Per has to provide widely accepted metrics for schedulers. How-
ever, metrics for evaluating simulators, as discussed in Table III
(see Section II-A), have no such consensus. CloudSimPers novel
joint measure (1, rho) is an effective metric for such evaluation.
The metric is more holistic than the g- c- d-curves, supported by
results in Fig. 16 (see Section VIII-E).

Metrics (u, p): The utilization and proportion jointly measure
the simulation case’s validity and the optimization effects.

® (uT, p1): “High Utilization and High Proportion” shows

the simulator and case are good, and the scheduler is
effective. First, renewable energy generation is less than the
energy consumption of full-loaded power but close to the
actual energy consumption as much as possible. Second,
the scheduler is also effective.

® (uT, pl): “High utilization and Low proportion” shows

the poor simulator or defective simulation case. The data-
center consumes most renewable energy but still demands
additional brown energy, for inadequate renewable energy
caused by wrong case building or simulator’s functional
drawbacks.

® (ul, p7T): “Low Utilization and High Proportion” shows

the poor simulator or defective simulation case. The dat-
acenter consumes a few proportions of renewable energy
while discarding the rest, for the excessive renewable en-
ergy caused by functional drawbacks, such as a defective
simulation case and inaccurate energy models.

°* (ud, pl): “Low Utilization and Low Proportion” shows

poor scheduler, while whether the simulator or simulation
case is valid or not is unknown.

VI. INTEGRATED CASE

CloudSimPer package contains the evaluation metrics and
a simulation case by default. The integrated case defines five
aspects: 1) the features of selected regions; 2) the specifica-
tion of the datacenter, including the number of datacenters,
locations, capacities, memory, storage, virtual machines, and
power models of servers; 3) the specification of the renewable
energy associated with the centers; 4) the workload specification;
5) the default request schedulers as the baseline for future
studies. Researchers can leverage both the simulator and the
case for their experimental studies.
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TABLE V
LOCATION AND CAPACITIES OF DATACENTERS

. . Hosts VMs Power Served Regions
DataCenter Location Region
Name Size Name Size Idle(KW)  Full-load(KW) ID Factors
Catro HPXeon3104 50 Powerful 50 g }g
DC_CR Faypt NA HPDL580 100 Middle 100 19740 45900 ) 27
IBMP570 50 Weakness 200 ©) 05
Mumbai HPXeon3104 100  Powerful 200 g‘l’; 4112
DC_MB India SA HPDL580 200  Middle 200 28440 61800 (12) 75
IBMX3850 200 Weakness 100 (13) 1.0
Shanghai HPXeon3104 200 Powerful 100 8) 1.125
DC_SH e EA HPDL580 100 Middle 50 24840 54600 12 7.5
IBMP570 100 Weakness 200 (13) 1.0
LosAngeles HPDL580 200 Powerful 200 o)) 12
DC_LA United States us DELLR720 100 Middle 100 21240 51300 @ 15
IBMP570 100 Weakness 100 ®3) 0.75
oo HPDL580 200  Powerful 200 gg ‘1)‘3)
DC_OS Norway NE DELLT440 100 Middle 100 22980 54000 ) 12
HPXeon3104 100 Weakness 100 (8) 1.125
Population density: Shanghai (China). We choose these locations for the following
0-25 . .
_ 2575 consideration:
|4 5 ®) 75-150 e Th h dff : bl f
26 150300 ey have different time zones, renewable energy features,
v, P and population densities.
£ @ ) W, @ s ® The locations are geographically close to the equator or
S , RN no data monsoon belts so that excellent solar and wind resources
D o 0 60 @ o © 0o ® O w0 a) @ 0 are available all year round.
Name CA us LA NE WE SE NA EE ME WA SA EA SEA

Population-density | 0.2 0.5 0.5 0125  0.25 1.5 3 1.5 1.25
Region-size 6 3 1.5 0.8 1 12 9 9 2 1 1.5 5 0.8
Time-shift -7 -8 -6 2 0 2 1 7 4 6 7 9 10

Fig. 6. Regions of the Northern Hemisphere.

A. Regions

The datacenters, energies, and requests are geo-distributed;
therefore, they are explicitly associated with the regions. The
case selects the northern hemisphere as a geographical range,
and divides the range into 13 regions according to the time zone,
population density, and administrative and cultural districts [33],
[34], [35]. Fig. 6 shows these regions, short names, time zone,
and population density factors.

In Fig. 6, the population-density, region-size, and time-shift
dominate the number of requests issued in the region for a
duration. The three elements are normalized values that take
the region WE as the unit, i.e., population-density, region-size,
and time-shift of WE are 1, 1, and 0, respectively. If a region has
more population, the more workload is issued in the region, the
larger capacity of the datacenter is designed for the region, and
the datacenter consumes more energy.

B. Datacenters

According to our survey, more than half of multiple datacen-
ters studies plan 3-5 datacenters. Following the state-of-the-art
research, the case selects five datacenters distributed in the
regions (2)US, (4)NE, (7)NA, (11)SA, and (12)EA, respectively.
As shown in Table V, they are located in Los Angeles (United
States), Oslo (Norway), Mumbai (India), Cairo (Egypt), and

e Their time zones are complementary, i.e., their longitudes
distribute almost evenly. Such distribution maximizes the
aggregate amount of solar energy over 24 hours.

® Their locations are in the center of the densely inhabited
district. They serve respective and adjacent regions and
process the requests generated according to the regional
population.

We design the datacenters’ capacities for the following con-

siderations:

® The types of hosts and virtual machines refer to the global
datacenter layout of the global public cloud vendors pub-
lished by the US Market Research Institute [36], also some
papers [20], [37], [38], [39].

® The capacities of the datacenter proportionally scale with
the population of regions they serve, respectively.

The bandwidth is all set to be 1 GB.
The VM capacities proportionally scale with the capacity
of the corresponding datacenter.

® The power model of each host enumerates the discrete, ex-
ponent, linear, logarithm models supported by CloudSim-
Per.

The discrete power model for HPDL580 is between 1200 W
and 1500W [40]. The exponent power model for IBMX3850 is
as P =760+ ¢ x (u x 10)?, where c is a constant is 10, and
w is the utilization of the host [41]. The linear power model for
HPXeon3104 is as P = 220 — (1125 — 220) X u, where u is
the utilization of the host [42]. The logarithm power model is as
P =i+ cxlog"*'% where i is the idle power of the server, ¢
is a constant, a is the base of the logarithm, and w is the utilization
of the host. (4, ¢, a) for IBMP570, HUAWEI2288H, DELLT440
and DELLR720 are (700, 50, 2), (550, 50, 2), (495, 40, 2), (460,
60, 2), respectively [37].
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TABLE VI
SPECIFICATION OF SERVERS IN DATACENTERS

Power

Host Name Model MIPS N CPU RAM Storage BW
umbers
HPDL580 Discrete 8GHz 8 32G 500G 1000MB/s
IBMX3850 Exponent  7.4GHz 4 32G  1000G  500MB/s
HPXeon3104 Linear 6.8GHz 6 8G 1000G 500MB/s
IBMP570 Logarithm  16.8GHz 4 16G 500G 1000MB/s
HUAWEI2288H Logarithm 12GHz 8 16G 500G 1000MB/s
HUAWEI2288H Logarithm 8.8GHz 10 64G  2000G  1000MB/s
DELLR720 Logarithm  7.2GHz 4 4G 500G 500MB/s
TABLE VII

SPECIFICATION OF VIRTUAL MACHINES IN DATACENTERS

VM Type Size MIPS CPU Numbers RAM BW

Powerful 2G 4000MHz 4 16G 500MB/s

Middle 1G 2000MHz 2 8G 200MB/s

Weakness 500M 1000MHz 1 4G 100MB/s
TABLE VIII

PARAMETERS OF RENEWABLE GENERATOR AND PRICE MODEL

DC Maximum Renewable Price
Name power(KW) Tpo(KW) S(m2?) Po Py,
DC_CR 70615 - - 10 16
DC_MB 95076 - - 6 9
DC_SH 84000 - - 9 14
DC_LA 78923 - - 7 15
DC_Os 83076 7 52 4 7

Tables VI and VII lists the detailed specification.

C. Renewable Energy

In this case, each datacenter has solar and wind energy.
CloudSimPer provides two ways to simulate renewable energy.
One is a calculation based on theoretical formulas; the other is a
periodic prediction based on actual historical renewable energy
traces. The datacenter OS adopts the former, and the other four
datacenters, i.e., CR, MB, SH, and LA, adopt the latter.

For OS, a theoretical formula is applied to calculate solar
panels. Equation (4) shows that solar radiation is very regular if
the weather condition is ignorable.

I
Pr=nTp 1 @)

where n = 0.17 represents the conversion coefficient of photo-
voltaic cells [43]; T, is the rated capacity of photovoltaic cells
(see Table VIII); I; is actual solar radiation at ¢ o’clock of a day;
I, = 1 km/m? is solar radiation in the standard test condition.
Many factors such as geographic longitude and latitude, alti-
tude, and atmospheric transparency, affect solar radiation. Equa-
tion (5) expresses the solar radiation outside the atmosphere.

360n
Io=1.-(Dy/D) =1 -|1+0.034
0 < (Dy/D) c [ +0.03 COS<365.25>:| (5)

where D is the distance between the sum and the earth, constant
Dy is the average distance between the sun and the earth, I is
the solar constant, and n is the days counted from New Year’s
Day. Therefore, the solar radiation [; at any place and at ¢ time
as the (6)—(8):

I; = 1Iy-sinh - cosf (6)

sinh = sing -sind + cos @ - cosd - cosw @)
cosf =sin(p — ) -sind + cos (o — B) - cosd - cosw  (8)

where h is the angle between the sun’s illumination and the
ground, represents the angle between the solar ray and the normal
line of the illuminated plane (solar panel); ¢ is local latitude,
defined as the central angle between the sun-earth line and the
equatorial plane of the earth at noon. § = 0° when the sun shines
vertically on the earth’s equator. If the observed day is the nth
day of the year, then:

284 +n
0 = 23.45° in [ 360 x ——— 9
X sm( X 365 ) 9)
Moreover, the hour angle w is as follows:
w=15"x (t — 12) (10)

Meanwhile, another theoretical formula, as shown in (11), is
applied to calculate the wind power model of OS.

P, = 117/)1135
2

where P; is wind power, p =1.293 is air density (kg/m?), S is
plane area perpendicular to the wind direction (see Table VIII),
n = 0.3 is the ratio of actual output power to theoretical wind
power, and v is wind speed. As explained in [44] and [45], wind
speeds in a duration obey the Weibull distribution. For OS, the
wind speed is sampled from a predefined Weibull distribution
whose two parameters are randomly selected between boundary
values, i.e., scale € [3.42, 8.56] and shape € [1.95, 3.38].

For the other four datacenters, both solar and wind energy
traces are from the Measurement and Instrumentation Datacen-
ter (MIDC) [46], [47]. The traces contain irradiance and wind
speed for every minute of the corresponding month in 2011.
We select the monthly traces because the workload is generated
daily. CloudSimPer generates renewable energy through these
traces according to (4) and (11). It adds the time offset of traces
according to the time lags of the four datacenters. Besides,
T,, in (4) and S in (11) dominate the renewable generator’s
power for each datacenter. CloudSimPer sets them according
to the power consumption of each datacenter, i.e., the average
generator power is 65 percent of the maximum power of the
datacenter [48]. Table VIII shows the details of these parameters.

(1)

D. Energy Prices

In this case, the energy price model of all datacenters follows
(1), in which &; is the sum of normalized solar radiation and
wind speed. Table VIII shows the details of the parameters for
calculating 6.

E. Batteries

In this case, each datacenter has a set of Flood Lead Acidic
(FLA) batteries [49]. Each set has ten batteries. The battery
capacity is adequate to be charged under sufficient solar and wind
conditions. The parameters of FLA batteries are as follows: the
capacity is 115 KW, the cost per discharge is 0.65$, the discharge
rate is 5387.5 W, the discharge-to-charge ratio is 10, the efciency
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Fig. 8. Ratios of requests issued from each region for all days (WE = 1).

s 80%, the number of cells is 53, and the DoD is 0.8. Besides, the
case uses an Ah-Throughput Model to evaluate the battery cycle
life [50], [51]. The battery simulation is turned off by default.

F. Requests

The case adopts Google cluster usage traces [52] in February
2011 with utilization data to generate requests. Each request
has resource requirements shown as the amount of requested
CPU, memory, and storage. Meanwhile, the case applies the
traces to every region and adjusts the timelines according to
the region’s local time to simulate the time lags across the
world. It also scales the requests according to the region popula-
tion, i.e., population-density multiples region-size. For example,
Fig. 7 shows the scaled workload for WE, EE, and SEA along the
time, in which the workload of region WE are from the original
Google trace. Fig. 8 shows the ratios of requests issued from
each region (WE = 1).

G. Schedulers

The case implements six typical request-schedulers as base-
lines. Their scheduling approaches are as follows:

® Round Robin (RR): The scheduler distributes a request to
a datacenter in turns.

® Nearest (NE): The scheduler distributes a request to the
datacenter whose location is the closest to the region where
the request is issued.

® Capacity (CA): The scheduler distributes a request to the
datacenter with the most available resources.

® Max-Power (MP): The scheduler distributes a request to
the datacenter closest to full-load status.

® Max-Green (MG): The scheduler distributes a request to
the datacenter with the most available renewable energy.

TABLE IX
EXPECT WORKLOAD BEING SCHEDULED TO DATACENTERS.

Schedulers ~ Number of requests

RR The same workload for all datacenter

NE The proportion of the served population (Table 5)

CA The proportion of the datacenter’s capability

MP The proportion of the datacenter’s renewable energy

MG As much as a datacenter can process, in the alphabetical order of
datacenter names

MC The proportion of the datacenter’s energy price

® Min-Cost (MC): The scheduler distributes a request to the
datacenter with the lowest energy prices.
Table IX shows the expected workload (number of requests)
for datacenters under six schedulers.

VII. SIMULATION

We simulate the integrated case defined in Section VI for a
month and show the simulation results in g-curves, c-curves,
and utilizations. We hourly select the 48 hours of g-curves, c-
curves, and utilization curves for succinctness. We also monthly-
aggregated utilizations in the bar plot. We prove that CloudSim-
Per and integrated case are valid because these results are
scientifically sound, regular, and match the expectations.

A. Purposes

We perform the integrated case on CloudSimPer and show the
results from different aspects following these Research Ques-
tions (RQs):

RQI: Whether the CloudSimPer successfully simulates re-
newable energy generation?

RQ2: Whether the CloudSimPer successfully simulates data-
centers’ energy consumption?

RQ3: Is the integrated case well designed and ready to evalu-
ate the proposed scheduler in future studies based on CloudSim-
Per?

RQO4: Whether a full-fledged scheduler on DCRE produced
the results through CloudSimPer aligning with the published
results.

B. RQI: G-Curves

CloudSimPer successfully simulates renewable energy gen-
eration if the observations in g-curves of each datacenter accord
with the expected phenomenon defined in the integrated case.
Fig. 9 shows the solar g-curves, wind g-curves, and renewable
(solar+wind) g-curves of five datacenters in 48 hours. The lines
in each figure present the g-curve for a datacenter. Table X
explains the observations in Fig. 9.

Overall, the trends of these curves are representative and prove
that CloudSimPer successfully simulates DCREs’ renewable
energy generation.

C. RQ2: C-Curves

CloudSimPer successfully simulates energy consumption if
the observations in c-curves under each scheduler accord with
the expected phenomenon defined in the integrated case. For a
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Fig. 9. Solar, wind, and renewable energy generated within five datacenters
for two days.

TABLE X
EXPECTATION AND OBSERVATIONS IN FIG. 9

Expectation Observation ID.

Solar g-curve for MB has the highest
crests

Solar g-curves for CR, SH, and LA
are similar in trend and shifted over  (2)
the time

MB is closest to the equator

@

CR, SH, and LA are at the roughly
the same latitudes but at different
longitudes

OS’s solar energy is generated

through the formulas Solar g-curves for OS are very regular ~ (3)

We show the hourly average wind  All wind g-curves are relatively sta-
power. ble

OS, SH, and LA are in rich-wind Wind g-curves for OS, SH, and LA
coastal areas are on the top

4)

(@)

CR and MB are in less-wind tropical
areas.

Wind g-curves for CR and MB are at

the bottom ©)

Solar energy fluctuates enormously

over time but not wind energy (#) G-curves are similar to solar g-curves  (7)

Wind energy supplied the gap where
solar energy is unavailable at night.

G-curves’ crests and valleys are
larger than solar g-curves.

®)

# The hourly variations of large-scale wind power stay 91%-94% of the time within
+5% of installed capacity [55].
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Fig. 10.  Energy consumption (hourly) of five datacenters under six schedulers
for two days.

datacenter with special features, a different scheduler brings a
diverse workload (Table IX), and the workload dominates its
energy consumption. The six schedulers in the integrated case
are simple, and their effects are straightforward. Therefore, it
is possible to infer the expected energy consumption. Besides,
these c-curves would be baselines when studying more sophis-
ticated schedulers in future.

541
TABLE XI
EXPECTATION AND OBSERVATIONS IN FIG. 10
Sch.  Expectation Observation DC ID.
Datacenters with high capa- -
bility process the requests be- C-Cli(livesd are similar to the O (1)
low the peak power workload curves LA
RR  Datacenters with low capabil- C- imilar to th
ity process the workload crest c11.l<rves are stmuar to fef CR
with the continuous peak workload curves chopped o @
power crests. MB
Datacenters serve regions _ P R
with similar and moderate Snzlslrves are similar to RR SH 3)
populations.
NE LA
MB serves regions with larger ~ C-curve is continuous in peak MB ()
populations. value
OS serves regions with small ~ C-curve is smooth in low val- 05 ®)
populations ues
Datacenters are neither idle ~ C-curves have the same ALL  (6)
CA nor full-load trends
Datacenters have different ca- ~ C-curves have diverse crests AL (7)
pabilities and valleys
C-curves are nearly a straight ~ CR
line. 0os ®
Datacenter whose name
MP comes first has more chance  C-curves have valleys occa-  MB 9
to be full-loaded at peak sionally SH ©)
power, and vice versa.
C-curve has crests occasion- LA (10)
ally
More renewable energy, more . 1
requests, then g-curves shift C-cu4r V?ls shift with time and ALL  (11)
MG with time zones are similar to g-curves
Renewable reaches the peak G-curves have sharp crests
values while the datacenter is b have fl P ’ ALL (12)
already at peak power. ut c-curves have flat crests
113:‘:?:;12 t:;;zsyt;;l(e)west T Cecurveisa straight line. oS (13)
Datacenter has lower renew- C-curve is partly a straight
able energy price and small line partly & CR  (14)
MC  capability
Datacenters workload C-curves are similar to the =~ MB
is much less than their workload curve SH (15)
capability
LA

Fig. 10 shows the c-curves of five datacenters under the six
schedulers in 48 hours. The lines in each figure present the c-
curve for a datacenter under a scheduler. Referring to Tables IX
and XI explains the observations in Fig. 10.

Overall, the trends of these curves are representative and
prove that CloudSimPer successfully simulates DCREs’ energy
consumption.

D. RQ3: Utilizations

CloudSimPer designs the integrated case for evaluating the

proposed scheduler in future studies, and defines renewable
energy utilization (i) as the metric for such evaluation. How-
ever, the integrated case should be valid first. For example,
extraordinarily sufficient or inadequate renewable energy leads
to resultless schedulers. The utilization under the scheduler
should accord with the expectations in the well-designed case.
Such expectations are apparent because the six schedulers in the
case are straightforward.

Figs. 11 and 12 show the monthly-aggregated 1 and hourly-
aggregated p of five datacenters under the six schedulers.
Table XII explains the observations in Figs. 11 and 12. The
details of Fig. 12 are abbreviated for succinctness.
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TABLE XII

48 0 12 24 36 48

Renewable energy utilization (hourly) of all datacenters under six

EXPECTATION AND OBSERVATIONS IN FIG. 11 AND 12

Schedulers  Expectation Observation
The genoe ration powers are deSIgned All utilizations maintain rel-
ALL to be 65% of peak consumption pow- . .
ors. atively high values.
Datacenters” workloads are the same;
they are not all full-loaded; utiliza- . .
RR tion is high if energy matches capa- RR bars are relatively high.
bility.
Datacenters’” workloads scale with
CA their capabilities; all datacenters are ~ CA bars are relatively high
busy; utilization is high if energy  and higher than RR bars.
matches capability.
Datacenters” workloads scale with .
MG their renewable energies; it is the best MG bars are higher than
. . other groups
situation.
MP Datacenters’ workloads scale with ~ Some bars in MP, NE, and
NE other features; a datacenter may be ~ MC bars are significantly
MC idle when the renewable is sufficient ~ low.
Renewable energies and wor}(loads Curves for different sched-
ALL are constants, not change with the L
ulers have a similar trend.
(curves in schedulers.
Figure 12) Different schedulers vary the data- Curves’ crests under six

centers’ real-time power

schedulers vary.

Overall, both monthly and hourly aggregated renewable en-
ergy utilization are representative, and prove that CloudSimPer

successfully simulates the optimization effect of schedulers.

E. Validation

To validate CloudSimPer with real-world results, this sub-
section runs a full-fledged scheduler on CloudSimPer and pro-
duces results that align with the published ones. The selected
scheduler would better satisfy the following four conditions:

1) It adopts renewable energies and publishes the energy

data;

2) It adopts geo-distributed datacenters and publishes the
data center’s specifications;

3) It publishes the experimental results in detail, namely,
time-serious curves rather than time-aggregated results.

4) It adopts the real-world data center as the experimental
environment;

The former three conditions are mandatory for re-running
the experiments. It is challenging to find a study that satisfies
both four conditions, especially condition (4). If the selected
scheduler adopts a simulator in its experiments, the simulator
but not the scheduler dominates the difference when we compare
the simulation results with CloudSimPer. In other words, we
cannot use a simulation to validate our simulation; otherwise,
the validation has no different from the previous section, namely
whether the observations satisfy the expectations.

Fortunately, we manage to find one related work,
JouleMR [54], nearly satisfying these conditions. However, we
have to fill three gaps:

1) JouleMR runs not in a geo-distributed datacenter but in a
cluster. So CloudSimPer configures a case quite smaller
than the integrated one.

2) JouleMR truly runs MapReduce jobs on the cluster. Load-
gen is a MapReduce job in the Gridmix benchmark in
Hadoop whose length and execution time are config-
urable [54]. JouleMR uses Loadgen to generate Facebook
workload. CloudSimPer can not execute MapReduce jobs
but can directly use Facebook workload instead.

3) JouleMRs scheduler is a sophisticated MG scheduler with
battery consideration. It runs on Hadoop middle-ware,
where MapReduce jobs are scheduled in Java virtual
machines. CloudSimPer does not support middle-ware
simulation; analogously, it schedules workloads in virtual
machines.

According to the description of Sections III, IV, and Table I
in [54], we implement the five schedulers, namely Hadoop,
GreenHadoop, JouleMR(BE), JouleMR(JT), and JouleMR, in
CloudSimPer; then run a 48-hours-simulation. Fig. 13 shows
CloudSimPers simulation result compared with the JouleMR
paper [54].

Fig. 13(a) and (b) is corresponding to Fig. 10(a) and (b)
in [54], respectively. The two sub-figures show the aggregated
values of the brown-used, green-used, battery-used, and green-
wasted. The JouleMR paper does not provide the exact values
of these measurements, so a quantified comparison is difficult.
However, the relative height difference of bars in these figures,
which represents the differences in measurements among the
five schedulers, are similar. Moreover, the JouleMR paper claims
that JouleMR reduces 35% and 28% of brown-used compared
with Hadoop and GreenHadoop, respectively. CloudSimPer
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Fig. 13.  Validated results of JouleMR on CloudSimPer.

simulation backs these claims; the corresponding reduction ra-
tios are 33.83% and 29.91%, calculated with data in Fig. 13.
The optimization effects of JouleMR under a real-world cluster
in [54] and CloudSimPer are almost the same, even though
values of brown-used are different.

Fig. 13(c) shows hourly results compared with Fig. 11(d)
in [54]. In Fig. 13(c), the sharps and values of green-use,
greencharged, and brown-consumed energies are approximately
the same as those of JouleMR [54]. Minor errors in simulation
may be introduced due to the three gaps mentioned above. To
this end, the simulated results through CloudSimPer align with
the published ones.

VIII. COMPARISON

This section compares CloudSimPer with the typical simula-
tors on the integrated case. After analyzing the metrics defined
in Section V, we claim that the simulator affects the optimization
results of the schedulers, and CloudSimPer with the integrated
case is the most effective simulator among the competitors.
For example, the same scheduler leads to different renewable
utilization in the various simulators under the simulator case.
But CloudSimPer is the most reasonable and explainable one.

A. Purposes

For the same case, schedulers and workload, we compare
CloudSimPer with four typical simulators from different aspects
following these Research Questions (RQs):

RQI: Whether these simulators have the same simulated

datacenters power? Which one is more acceptable?
To what extent does the simulated power of each
simulator conform to the available renewable energy?
Which one is more acceptable?
Do the schedulers have the same effect regarding re-
newable utilization and proportion as these simulators?
How about the execution performance of CloudSim-
Per, especially in simulating larger-scale DCREs?

The simulation case and simulation duration, result aggre-
gation, and visualization methods are the same as Section VII,

RO2:

RO3:

ROA4:

TABLE XIII
FUNCTIONS OF FIVE COMPETITORS AND CLOUDSIMPER

Simulators 21(22(31|32|33|34|35|41 |42 |43 |44 |45 46
Trace v X |V X |V X X |V X X | v |V |V
Enum v X v X v X X |V X |V X X v
Math X | v |V X X x | v x |V x | v x | v
Native X | v |V X X X |V X |V X X X |V
CloudSimPer | v |V |V |V |V | x |V |V |V |V |V |V |/

except the simulator is not only CloudSimPer but also com-
petitors. Among which, c-curves and d-curves are aggregated
from all datacenters; utilizations and proportions are for each
datacenter.

B. Competitors

This sub-section discusses the selection of competitors. We
take two considerations about the selection. On the one hand,
we cannot select the general-purpose simulators as mentioned in
Section IT and Table II for the following reasons: First, it is unfair
to compare them for their implementation techniques vary. For
example, they use different programming languages and run
on various platforms. Second, none of these simulators can
run the integrated case because they do not support renewable
energy and geo-distributed datacenters together, and longer-term
simulation.
On the other hand, we can neither select the experimental-
purpose simulators. Section II-A shows various DCRE simula-
tion works and concludes their functions in Table I. However,
these functions are scattered over many experimental studies,
but not collected on several simulators.
Since CloudSimPer encapsulates CloudSim, and CloudSim
provides the essential capability for datacenter simulation, we
extend the CloudSim in different ways to create the competitors.
We cluster the existing experimental-purpose simulators into
typical ones because the combinations of their functions (see
Table I) in four groups are diversiform. For example, its work-
load and the generation mode of renewable energy are either
trace-based or function-based; The power consumption model
of the datacenter is either discrete or mathematically simulated.
Table XIII shows the typical simulators, their given names,
and their functions. The functions supported by these simula-
tors cover most state-of-the-art research. None-typical functions
such as energy price, carbon emissions, bandwidth, and opti-
mization approaches barely affect the simulator’s validity, so
Table XIII does not list them.
® Trace: the Trace simulator adopts the traces-based gener-
ators for workload and renewable energy. It supports the
power functions, geo-distributed datacenter, and VM.

® FEnum: the Enum simulator is the same as the Trace sim-
ulator, except it adopts enumerable values as powers and
does not support VM.

® Math: the Math simulator adopts the mathematical
function-based generators for workload and renewable
energy. It supports power functions and geo-distributed
datacenters, but not VM.

® Native: the Native simulator contains the minimal func-

tions for DCRE simulation, namely the function-based
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Fig. 14.  C-curves of five simulators under six schedulers for a day, aggregated
from all datacenters.

generators for workload, renewable energy, and geo-
distributed datacenters.

To this end, the five simulators, named Trace, Enum, Math,
Native, and CloudSimPer, are all extensions on CloudSim. In-
terestingly, Native comes first. It is the minimal extension on
CloudSim to support DCRE simulation. And the other four are
the extensions on Native. For example, item 4.6 is geographical
support. It is an essential function for DCRE simulation, but
only a few experimental works support it, neither CloudSim.

C. RQI: C-Curves

Aggregated from all datacenters, Fig. 14 shows c-curves of
the five simulators under the six schedulers within a day. First
of all, the c-curves accord with those in Fig. 10, Section VII
and Table XI explains the reasons for such accordance. The new
four simulators also follow these explanations. This sub-section
focus on the advantages of CloudSimPer proven by c-curves
observations in Fig. 14, as explained in Table XIV.

According to the result comparison, the four selected simula-
tors and CloudSimPer do not have the same simulated datacen-
ters power. C-curves of CloudSimPer and Trace have moderate
values, which are more reasonable than the other three simula-
tors. CloudSimPer is better than Trace because it has less jitter in
its c-curves, which indicates that datacenter power is smoother
in the simulation.

D. RQ2: D-Curves

Aggregated from all datacenters, Fig. 15 shows d-curves of
the five simulators under the six schedulers within a day. D-curve
is the difference between c-curve and g-curve. Therefore, the
observations on d-curves should accord with those on c-curves
overlaying the differences between g-curves.

The case adopts four renewable energy traces and one re-
newable energy function. CloudSimPer perfectly simulates them
because it supports trace-based and function-based energy gen-
erators. Trace and Enum only support trace-based energy gener-
ators, so they simulate more energy than CloudSimPer because
their trace-based generators bring errors when simulating the

workload generator are accurate. In contrast, the Math and Native with
@ function-based workload generators (simulation function over time) have
less workload.

Second, Enum does not support VM, so it cannot adopt the temporal load
balancing to save energy, but CloudSimPer and Trace do. Therefore, Enum
has higher energy consumption than the latter two.

To this end, CloudSimPer and Trace are better than the other three.

Obs: . . .

(3)5 Jitter of c-curves: Native > Enum > Trace > CloudSimPer > Math
Rough power generators cause the jitters. CloudSimPer and Math with
function-based power generators can simulate multifarious powers

Ads.
smoothly. In contrast, Trace with traced power values, Enum with

®) enumerable power values, and Native with a constant power value can
not. CloudSimPer is better than Trace for fewer jitters.

Obs: CloudSimPer’s c-curves under RR and CA are almost similar, except the

(4) crest of the former fluctuate while that of the latter is flat.

With the integrated case, CloudSimPer correctly simulated the two

Ads.  schedulers under which a datacenter’s capacity dominates its power

(4) except that it is full-load.
Under RR scheduler, not all datacenter may be full-load because datacen-
ters’ capacities vary; otherwise, the designed workload is overburdened.
Under CA scheduler, all datacenter being full-load is a target, so the flat
crest occurs; otherwise, the designed workload is insufficient.

Obs: CloudSimPer’s c-curve under NE is lower (y-axis) than those under RR,
(5) CA, MG, MP, and MC.

CloudSimPer’s results match the design purpose. Under the NE scheduler,
datacenter MB, designed for the region with a larger population, is always

Ads.
5 full-load. Even so, many requests allocated to it are waiting for execution.
®) Therefore, the lower values do not indicate the energy-saving but many
unexecuted requests.
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Fig. 15.  D-curves of five simulators under six schedulers for a day, aggregated
from all datacenters.

function-based energy in the case. In contrast, Math and Native
only support function-based energy generators, so they simulate
less energy than CloudSimPer because their function-based
generators bring errors when simulating the four traces-based
energy in the case. Overall, the expected values of g-curves are:

Enum = Trace > CloudSimPer > Math = Native
(12)
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six schedulers in various SFs and simulation durations

With the expectation shown in (12), observations in Table XIV
are all applicative to d-curves in Fig. 15 expect the Obs. (1) and
(2). As shown in Fig. 15, the gaps between d-curves still exist
but are not as apparent as Obs. (1); the values of d-curves still
follow Obs. (2) but are not significant. These indicate that the
g-curves’ gaps offset the c-curves’ gaps, but the latter is still
dominated.

In the integrated case, the designed renewable energy is not
enough, and renewable energy proportions (p) of datacenters are
not as high as utilizations (u). u € [0.85,1) and p € [0.25,0.7.
Therefore, the d-curves are always above y = 0. D-curves of all
simulators follow the above facts and show similar effects under
each scheduler. CloudSimPer may not be the best simulator

whose d-curves are the closest to y = 0; however, according
to the analysis of its c- and g- curves, it is the simulator that
comforts the designed case best.

E. RQ3: Utilizations and Proportions

The renewable utilization and proportion (1, p) jointly mea-
sure the validity of the simulator and simulation case. We esti-
mate 150 groups of metrics (1, p) to see the relationship between
w1 and p. (5 simulators x 6 schedulers x 5 datacenters), noticed
that the integrated case is nominally divided into 5 sub-cases
because each datacenter has its (i, p), that is to say, we evaluate
the parts of the case. We draw them on a scatter plot whose the
z-axis is p, and the z-axis is p, as shown in Fig. 16, in which
symbols 1 and | represent relatively large and small values,
respectively.

According to Section IV, we expect to see u increase with p
because (p T, p 1) is the condition of that “both simulator and
simulation case are valid.” The observation proves j and p are
positively related, confirming our expectations.

In Fig. 16, € [0.85,1) and p € [0.25,0, 7]. The (u, p) pairs
of CloudSimPer are closer to the top-right corner, while those
of the Native and Math are closer to the bottom-left corner,
comparing with other pairs representing the Enum and Trace.
The reasons for these observations have been explained in the
previous experiments and abbreviated here. To this end, the
schedulers have a different effect on renewable utilization and
proportion under these simulators and datacenters. The obser-
vations meet the expectation and prove that the CloudSimPer is
effective, and the integrated case designer for CloudSimPer is
also valid.

F. Efficiency

This section verifies the efficiency of CloudSimPer. As men-
tioned in Section IV, the time for executing a simulation case,
named execution time, positively correlates to but is significantly
less than the simulation time. We scale the integrated case
multiple times, defined as SF (Scale Factors). For example, when
SF = 16, the datacenter size would be scaled up 16 s times,
30400 servers in 80 datacenters, the same as sizes of requests
and renewable energy. In the experiment, the SFis 1,2, 4, 8, and
16; the simulation duration is 7, 30, and 180 days.

In the experiments, we measure the initialization time with
various SF because CloudSimPer prepares traces and configu-
ration. The initialization time relates to data center scales only.
We also measure the execution time of various SF and simulation
duration. Fig. 17 shows the initialization time and execution time
of the five simulators under the six schedulers in various SFs
and simulation durations. Table XV explains the corresponding
observations of CloudSimPer on efficiency.

According to the result comparison, the execution time of four
selected simulators and CloudSimPer are close under small-
scale datacenters, and increases with datacenter scale. Native,
Math, and Enum are slightly more efficient than CloudSimPer
because CloudSimPer requires extra computation for new func-
tions. Nevertheless, CloudSimPer’s execution time is linear with
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TABLE XV
OBSERVATIONS (OBS.) AND ADVANTAGES (ADS.) OF CLOUDSIMPER ON
EFFICIENCY
Obs: e . . .
a Initialization time: Native & Math ~ Enum ; CloudSimPer ~ Trace
Ads Initialization time is relatively small compared with execution time, and
" linear to the datacenter scales. The initialization time of CloudSimPer and
@ Trace are a little longer than other because they need to initialize the vms.
81))5: Execution time: CA | MP &~ MC ; RR MG j NE (scheduler)
From the aspect of schedulers, whether requests are executed with or
without delay dominates execution time. CA avoids delays because
Ads. it allocates requests according to the datacenters capabilities. MP and

MC may lead the busy and idle datacenters and possible delays (the

@ datacenters order and energy price is unrelated to its capabilities). RR,
MG, and NE bring more delays than other schedulers because they take
no consideration about the datacenters capabilities.

Obs:  Execution time: Native < Math < Enum < CloudSimPer < Trace
3) (simulator)
From the aspect of simulators, their execution time is close in any cases
because they are all based on CloudSim. Two factors dominate the
execution time: 1) Whether support vm is the main factor. Simulation
Ads.  on vm management requires extra computation. It is why CloudSimPer

(3) and Trace take more time in execution; 2) the way to generate workloads,
renewable energy, and server power is the inapparent factor. For example,
trace > rule > value ~ maxmin. The extra cost, such as I/O and
iteration, leads to different execution time.

both datacenter scale and simulation duration. The 180-days-
simulation could be performed within 2 minutes. It is efficient
enough for DCRE simulation.

IX. CONCLUSION AND FUTURE WORK

In this paper, we propose CloudSimPer, a general-purpose
DCRE simulator. It introduces geo-distributed datacenter mod-
ules, establishes a periodical and intermittent renewable energy
supply model and customizable power consumption model, and
integrates the evaluation metric and universal simulation case.
The main technical challenges are an architectural design for
complex entities, geo-distributed and time-dependent renewable
energy and requests generation, universal metrics for schedulers,
and a standard simulation case. Our work offers essential ser-
vices for the datacenter designers to test their designing plans
before carrying them out, for the datacenter administrators to
examine their planned strategies before deploying them, and for
researchers to evaluate their proposition and compare them with
others experimentally.

Our work can be extended in two directions. First, CloudSim-
Per can further support the network cost between datacen-
ters, and then schedulers would prioritize such cost. Second,
CloudSim manages the computing resource through the heavy-
weight virtual machine, and so does the CloudSimPer. How to
support the simulation on lightweight containers is also an open
challenge.
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